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Abstract  Define the traffic intensity as the ratio of the arrival rate to the service rate.  This paper
shows that the BMAP/PH/s/s+K retrial queue with PH-retrial times is ergodic if and only if its
traffic intensity is less than one.  The result implies that the BMAP/PH/s/s+K retrial queue with
PH-retrial times and the corresponding BMAP/PH/s queue have the same condition for
ergodicity, a fact which has been believed for a long time without rigorous proof.  This paper also
shows that the same condition is necessary and sufficient for two modified retrial queueing
systems to be ergodic.  In addition, conditions for ergodicity of two BMAP/PH/s/s+K retrial
queues with PH-retrial times and impatient customers are obtained.
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1.  Introduction

The retrial queueing system studied in this paper has finite waiting positions and a number of
servers.  When an arriving customer finds that all servers are busy and no waiting position is
available, the customer starts orbiting in an orbit and retries for service after a random time until
the customer gets into service or the queue.  The orbit can accommodate any number of orbiting
customers.  We study the ergodicity of such retrial queueing systems.

Ergodicity of retrial queues has been studied by many researchers (see Falin [9], Falin and
Templeton [10], Kulkarni and Liang [12], Yang and Templeton [20], and references therein).
Conditions for ergodicity have been obtained for various retrial queueing systems.  Denote by ρ
the traffic intensity defined as the ratio of the arrival rate to the (total) service rate of a retrial
system.  In Falin [8], the sufficiency of ρ<1 for ergodicity of the M/M/s/s retrial queue with



2

exponential retrial times was proved.  Liang and Kulkarni [13] obtained a stabili ty condition of a
single server retrial queue.  Yang, et al. [21] and Diamond [3] showed that ρ<1 is a necessary and
sufficient condition for ergodicity of the M/G/1 retrial queue with general retrial times,
respectively.  For single server retrial queues with a Markov arrival process, PH-service times,
and exponential retrial times or their special cases, Diamond [3], Diamond and Alfa [4] and [5],
and Li and Yang [14] proved that ρ<1 is necessary and sufficient for ergodicity.  Diamond and
Alfa [6] and [7] proved that ρ<1 is a sufficient condition for ergodicity of multi-server retrial
queues with finite buffers and exponential retrial times (also see Diamond [3]).  These results
support a simple and intuitive conjecture on ergodicity of retrial queues which has been used by
many researchers without rigorous proof.

Conjecture 1.1  A retrial queueing system is ergodic if and only if ρ<1.

By that a queueing system is ergodic, we mean that an associated Markov process (defined later)
of the queueing system is ergodic.  It has been found that condition ρ<1 is not enough for the
ergodicity of some retrial queues, one of which is shown below (see Liang and Kulkarni [13] for
more counterexamples).

Example 1.2  Consider a single server retrial queueing system with deterministic interarrival times
and deterministic retrial times, both of which have the same length one.  The service time is 0.1
with probabili ty 0.9 and 5.1 with probabili ty 0.1.  There is no waiting position.  The mean service
time is 0.6.  Thus, the traffic intensity ρ is 0.6, which is less than one.  For this queueing system,
assume that an arrival instant is followed by a (possible) retrial.  The system is unstable since the
number of customers in the orbit increases to infinity.  The reason for this is that with a positive
probabili ty an arrival will find that the server is busy and therefore the customer has to go
orbiting.  On the other hand, no orbiting customer can enter service.  Furthermore, the capacity of
the queueing system is wasted since the server is often idle for 0.9 units of time while many
customers are in the orbit.

Despite of these counterexamples, it is still believed that Conjecture 1.1 is true for retrial
queues whose interarrival times, service times, and retrial times have continuous distribution
functions.  The objective of this paper is to show that ρ<1 is a necessary and sufficient condition
for ergodicity of the BMAP/PH/s/s+K retrial queue with PH-retrial times.  The BMAP/PH/s/s+K
retrial queue with PH-retrial times has a batch arrival process, PH-service times, multiple servers,
finite waiting positions, and PH-retrial times, which can be considered as a generalization of the
retrial queues studied in [3], [4], [5], [6], [7], [8], [12], and [19].  Among them, the
MAP/PH/s/s+K retrial queue with exponential retrial times considered in Diamond and Alfa [6]
and [7] is the one closest to the model studied in this paper.  The sample path approach is used to
prove the necessity of the condition ρ<1 and the mean-drift method (Falin and Templeton [10]
and also see Foster’s criterion in Cohen [2]) is used to prove the sufficiency of the condition.
Although Foster's criterion has been adopted as a standard way to prove the sufficiency of the
ergodicity conditions for retrial queues, the extension from the case with exponential retrial times
and single arrivals to the case with PH-retrial times and batch arrivals is not trivial and in fact
challenging.   Besides the main theorem, conditions for two modified retrial queues and two retrial
queues with impatient customers to be ergodic are obtained as well.
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Results obtained in this paper can be used to determine whether or not a retrial queuing
system can reach its steady state and to choose system parameters, such as the number of servers,
to ensure system stabili ty.  The queueing system of interest is modelled into a highly structured
Markov process, which makes it possible to prove the sufficiency of the condition for ergodicity.
This Markov process can also be used to study the stationary distribution of the retrial queueing
systems of interest.

The rest of the paper is organized as follows.  In Section 2, the BMAP/PH/s/s+K retrial
queue with PH-retrial times is defined.  In Section 3, a Markov process is introduced to represent
the queueing system and the main theorem is stated.  In Sections 4 and 5, condition ρ<1 is proved
to be necessary and sufficient for ergodicity of the BMAP/PH/s/s+K retrial queue with PH-retrial
times respectively.  In Section 6, two retrial queues with impatient customers are defined and
conditions for ergodicity are obtained.  Finally, in Section 7, two modified retrial queueing
systems of the BMAP/PH/s/s+K retrial queue with PH-retrial times are proved to be ergodic if
and only if ρ<1.

2.  The BMAP/PH/s/s+K Retrial Queue with PH-Retrial Times

The basic queueing model under consideration in this paper is defined in this section.  First, the
input process – a batch Markov arrival process – is introduced.  Then the service time of a
customer is defined and the retrial mechanism is specified.

Customers arrive to the queueing system according to a batch Markov arrival process.
The batch Markov arrival process (BMAP) was introduced by Neuts (see Neuts [16] and [18] and
Lucantoni [15]) as a generalization of the phase-type renewal process (see Neuts [17]).  It is
defined on a finite irreducible Markov process I(t) (called the underlying Markov process) which
has m states and an infinitesimal generator D.  In the BMAP, the sojourn time in state i is
exponentially distributed with parameter (-D0)i,i (≥-(D)i,i).  At the end of the sojourn time in state
i, there occurs a transition to another (possibly the same) state and that transition may or may not
correspond to the arrival of customers.  Let D0 be the rate matrix of transitions that does not
generate arrivals, D1 the rate matrix of transitions with one customer, D2 the rate matrix of
transitions with two customers, etc.  Notice that the matrix D0 has strictly negative diagonal
elements and nonnegative off-diagonal elements, matrices { Dn, n>0} are nonnegative, and D =  D0

+ Σn≥1Dn.  Let θθ be the stationary probabili ty vector of the underlying Markov process I(t), i.e., θθ
satisfies θθD = 0 and θθe = 1, where e is a column vector of ones.  The stationary arrival rate is

then given by e∑
∞

=
=

1n
nnDθθλ  (which is assumed to be finite).  Define .)(* ∑

∞

=
=

0n
n

nDzzD   Assume

that D*(z) is finite for 0<z<z0, where z0 > 1.  This condition is not restrictive since D*(z) is always
finite when only a finite number of matrices in { Dn, n≥1} are nonzero.

There are s identical servers serving customers one at a time.  Service times of customers
are independent of each other and have a common phase-type distribution (PH-distribution)
function with a matrix representation (αα, T), where αα is a vector of size m1 and T is an m1×m1
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matrix.  Let T0 = -Te.  The mean service time is given by 1/µ = -ααT--1e and µ is the average
service rate of a server.  For more details about the PH-distribution, see Chapter 2 of Neuts [17].
When a service is complete, the customer leaves the queueing system immediately and the server
becomes available to serve another customer in the queue (if any).

There are K waiting positions, where K is a nonnegative integer.  Thus, there are at most
s+K customers present in the system at any time.  When a customer arrives and finds an idle
server, the customer receives service immediately.  When a customer arrives and finds that all
servers are busy and a waiting position is available, the customer occupies the waiting position.
Otherwise, the customer waits for a random period of time for retrial.  When a customer is
waiting for retrial, the customer is considered to be in an “orbit” and the retrial is independently
identically (probabili stically) repeated until a server or a waiting position is seized.  The retrial
times have a PH-distribution with matrix representation (ββ, H), ββe = 1, where ββ is a vector of size
m2, and H = (hi,j) is an m2×m2 matrix.  Define H0=-He = (hi

0).  Notice that when there are a
number of customers in the orbit, the next customer entering service or taking a waiting position
does not have to be the customer who entered the orbit first.  Any orbiting customer must be in
one of the m2 states of the PH-distribution at any time.

3. The Infinitesimal Generator

In this section, a Markov process is constructed to represent the MAP/PH/s/s+K retrial queue
with PH-retrial times.  Let

Ni(t) be the number of customers in the orbit whose retrial time process is in state i at
time t, 1≤i≤m2;

q(t)   be the total number of customers in queue or in service at time t;
I(t)    be the state of the underlying Markov process of the BMAP at time t;
I j(t)  be the state of the service time of the jth server which is working at time t, 1 ≤ j ≤

max{ s, q(t)} .

It is easy to see that { Ni(t), 1≤i≤m2, q(t), I(t), I j(t), 1 ≤ j ≤ max{ s, q(t)}} is an irreducible
Markov process.  Let ℵ = { n = (n1, …, n_{ m2} ):  0 ≤ ni < ∞, 1 ≤ i ≤ m2} .  Notation "x_y" is used
for x subscript y for typographical reasons.  The state space of the Markov process is

�

ℵ∈

Ω=Ω
n

n , (3.1)

where Ωn = Ωn,0∪Ωn,1∪Ωn,2∪…∪Ωn,s+K, and Ωn,i = { (n, i)} ×{ 1, 2, …, m} ×{ 1, 2, …, m1}
i if

0≤i≤s; otherwise, Ωn,i = { (n, i)} ×{ 1, 2, …, m} ×{ 1, 2, …, m1}
s.  The subset of the states in Ωn is

called level n.  Each level has M ≡ m+mm1+mm1
2+…+mm1

s+Kmm1
s states, where “≡” means a

definition equation.  In each state in Ωn with n = (n1, …, n_{ m2} ), there are n1 + …+ n_{ m2}
customers in the orbit.
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For convenience, transitions of the Markov process { Ni(t), 1≤i≤m2, q(t), I(t), I j(t), 1 ≤ j ≤
max{ s, q(t)}} are described in terms of the transitions between levels.  Let ei be a vector of size
m2 with all elements zero except that the ith element is one, 1≤i≤m2, and let vector k = (k1, …,
k_{ m2} ) with all elements nonnegative integers.  From level n, the Markov process can move to
level n+k, n-ei, or n-ei+ej, for 1≤i, j≤m2, in one transition.  The infinitesimal generator of Markov
process { Ni(t), 1≤i≤m2, q(t), I(t), I j(t), 1 ≤ j ≤ max{ s, q(t)}} is given as follows.

From level n to level n+k (k≠0), the matrix of transition rates is given by
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where
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x! = x(x-1)� 1, 0! = 1, and “⊗” denotes the Kronecker product (Gantmacher [11]).  A(n, n+k) is
an M×M matrix.  Note that the blocks within A(n, n+k) describe the transitions from sublevels
{ Ωn,0, Ωn,1, …, Ωn,s+K} to { Ωn+k,0, Ωn+k,1, …, Ωn+k,s+K} .  When a batch of n customers arrives,
some of the n customers fill i dle servers and the queue first, and the rest of them go orbiting.  For
customers who go orbiting, the selection of the initial states of their retrial times follows the
multinomial distribution { p(k, ββ)} .

From level n to level n-ei+ ej, 1≤i, j≤m2,
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where Γ is an M×M matrix with all diagonal elements to be one except the last mm1
s elements,

which are zero, and all off-diagonal elements zero, nihi,jI is the matrix of the total transition rates
from state i to j (i≠j) for the retrial process, nihi

0(I-Γ) represents the matrix of the total transition
rates that retrial customers find a full queue upon finishing the retrial time in state i, and A1

represents the matrix of the transition rates due to an arrival or service completion:
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Note that [Σn≥1A0(n)+A1]e = 0, and A(n, n) and A(n, n-ei+ej) are M×M matrices.  Equation
(3.6) represents the matrix of the transition rates corresponding to an arrival.  For an arrival of
size j-i (j≤s+K), min{ s-i, j-i} customers enter service and the rest of them join the waiting line.
Equation (3.7) represents the matrix of the transition rates without an arrival or a service
completion.  Equation (3.8) represents the matrix of the transition rates corresponding to a
service completion, which describes the change of states when a service is complete and a new
service begins.

From level n to level n-ei, for 1≤i≤m2 and ni>0,



7

.

}_{

}_{

}_{

}_{

),(

2
0
ii

s
1

s
1

1s
1

1

m

0
ii

i

Ahn

0

mm0

mm0

mm0

mm0

0

hn

A

≡

































⊗

⊗
⊗

=

−

−

I

I

I

I

I

enn

��

��

αα

αα
αα

(3.8)

Note that A(n, n-ei) is an M×M matrix and (A2-Γ)e = 0.  Also notice that a retrial is
successful only when the total number of customer in queue or service is less than s+K.  Although
the infinitesimal generator is complicated, its construction is straightforward and explicit.  Thus,
no more explanations are given to this construction process.

When the Markov process introduced above is ergodic, we say that the retrial queue is
ergodic.  The main objective of this paper is to prove the following theorem.

Theorem 1.  Let ρ = λ/(sµ) be the traffic intensity of the queueing system.  The BMAP/PH/s/s+K
retrial queue with PH-retrial times is ergodic if and only if ρ<1.

The proof of Theorem 1 consists of two parts: 1) a proof the necessity of the condition
and 2) a proof of the sufficiency of the condition, which are provided in the following two
sections.

4.  Proof of the Necessity

To prove the necessity of the condition ρ<1 for ergodicity of the queueing system of interest, the
sample path method is utili zed.  The BMAP/PH/s queue considered here is the classical queueing
system (with infinite waiting positions and no retrial) which has the same input process, service
times, and the number of servers as in the retrial queueing system defined in Section 3.

Theorem 2.  If the BMAP/PH/s/s+K retrial queue with PH-retrial times is ergodic, then the
corresponding BMAP/PH/s queue is ergodic.  This implies that ρ<1.

Proof.  The sample path approach is used to prove this lemma.  Suppose that the retrial queue
and the corresponding non-retrial queue BMAP/PH/s are empty initially.  Let these two queueing
processes be coupled in the same probabili ty space.  Let an be the arrival epoch of the nth
customer and sn the service time of the nth service.  Notice that sn may not be the nth customer's
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service time in the retrial queue.  Let tn and tL,n be the epochs when the nth service starts for the
retrial queue and the corresponding non-retrial queue, respectively.  It is clear that, for n>s,
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By induction, it is easy to prove that tn ≥tL,n  and tn+sn ≥ tL,n+sn for n>0.  Let A(t) be the
total number of customers arrived in (0, t).  Let B(t) and BL(t) be the total number of customers
finished in (0, t) and let qall(t) and qL,all(t) be the total number of customers in service, queue, or
the orbit for the retrial and the non-retrial queues, respectively.  It is clear that

).()()(),()()(

};:max{)(},:max{)(

};:max{)(

,

,

tBtAtqtBtAtq

tstntBtstntB

tantA

LaLa

nnLLnn

n

−=−=
<+=<+=

<=

              

(4.2)

It is easy to see that B(t)≤BL,(t) and therefore qall(t)≥qL,all(t) for all t.  This implies that the
total number of customers in the MAP/PH/s/s+K retrial queue is always as large as that in the
MAP/PH/s queue.  This further implies that P{ qall(t)≤q} ≤ P{ qL,all(t)≤q} for all q≥0 and t>0.
Setting q=0 yields P{ qall(t) = 0} ≤ P{ qL,all(t) =0} .  When the retrial queue is ergodic, the limit
lim{ t→∞}P{ qall(t) = 0} exists and is positive.  Since the Markov process { qL,all(t), I(t), I i(t), 1 ≤ i ≤
max{ s, qL,all(t)}} of the MAP/PH/s queue is irreducible, the limit lim{ t→∞}P{ qL,all(t)=0} exists and
is positive since lim{ t→∞}P{ qL,all(t)=0} ≥lim{ t→∞}P{ qL(t)=0} >0.  This implies that the MAP/PH/s
queue is ergodic.  When the MAP/PH/s queue is ergodic, ρ<1 must be true (Asmussen [1]).  This
completes the proof.

Note:  Theorem 2 can be extended to more general retrial queueing systems such as GI/G/s/s+K
retrial queues with general retrial times and BMAP/G/s/s+K retrial queues with general retrial
times, as long as the ergodicity of these queueing systems is well defined.

5.  Proof of the Sufficiency

To prove the sufficiency, the mean-drift method (or Foster's criterion) is utili zed (see Falin and
Templeton [10] and Cohen [1]).  The result is stated in the following theorem and its proof is
rather long.

Theorem 3.  When ρ<1, the Markov process { Ni(t), 1≤i≤m2, q(t), I(t), I j(t), 1 ≤ j ≤ max{ s, q(t)}}
introduced in Second 3 is ergodic.

Proof.  To prove the theorem by using the mean-drift method, the key is to construct a vector-

valued test (or Lyapunov) function  { fn, n∈ℵ} such that ∞→∞→ ∑
=

2m
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whennf  and
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holds for all but a finite number of n∈ℵ for some positive ε.  In the above inequality and the
following, A(n, n’ ) = 0 if n’∉ℵ.  According to the mean-drift theory of Markov processes, if
inequality (5.1) holds for all but a finite number of n∈ℵ for some positive ε, the corresponding
Markov process is ergodic.  For such a purpose, the following test function is introduced.
Notation "x^y" shall be used for x superscript y for typographical reasons.  For n∈ℵ,
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where 1<z<z0, u is a vector of size M, a is a positive number, j0 is a positive integer, ℑ(1) = { i:
1≤i≤m2, hi
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If ℑ(1)={ 1, 2, …, m2} , then ℑ(1)=ℜ(1) and all other sets are empty.  Intuitively, a retrial for
service can occur after at least j transitions if the retrial process of a customer is in one of the
states in ℑ(j) for 1≤j≤j0.  In general, the retrial process of a customer can go from a state in ℑ(j)
to a state in ℑ(j-1), ℑ(j), …, ℑ(j0-1), or ℑ(j0), but not any state in ℑ(1), …, or ℑ(j-2) after one
transition.  Subsets { ℑ(j), 1≤j≤j0} play an important role in the following proof.  Understanding
the transitions of the retrial process among these subsets shall be helpful.  Notice that when the
(arrival) batch size is one and retrial times are exponential, Diamond and Alfa [7] introduced a test
function similar to the one given in equation (5.2) with j0=1, m2=1, and ℑ(1)=ℜ(1)={ 1} and
proved this theorem.

Values of parameters z, u, and a shall be determined so that inequality (5.1) holds for all
but a finite number of n∈ℵ for some positive ε.  For this purpose, the left hand side of inequality
(5.1) is evaluated as follows.  First, terms containing vectors { fn(1,1)} on the left hand side of
inequality (5.1) are evaluated.
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The last three equalities hold because the total sum of the probabili ties of a multinominal
distribution equals one, [ΣN≥1A0(N)+A1]e = 0, and Te + T0 = 0, i.e., Σjhi,j+hi

0 = 0 for every i,
respectively.  Similarly, terms containing vectors { fn(2)} on left hand side of inequality (5.1) can
be evaluated.  The result is given as
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For 2≤j≤j0, terms containing vectors { fn(1, j)} on the left hand side of inequality (5.1) are
evaluated as follows.
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in which [ΣN≥1A0(N)+A1]e = 0, Te + T0 = 0, i.e., Σjhi,j+hi
0 = 0, A2e=Γe are used.  The notation “∃”

stands for “there exists” .  Notice that hi
0=0 for i∈ℜ(j) if j≥2.  Summing up equations (5.4), (5.5),

and (5.6) from j=2 to j= j0, the left hand side of inequality (5.1) becomes
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Rearranging terms in the third and fourth lines in equation (5.7) with respect to the subsets
{ ℑ(j), 1≤j≤j0} , inequality (5.1) becomes
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tii hnhn  by definition (equation (5.3)).

We now choose parameters z, u, and a so that inequality (5.8), or equivalently inequality
(5.1), holds for all but a finite number of n∈ℵ for some positive ε.

We begin with the first line of inequality (5.8), which is related to vectors { fn(1,1)} of the

test function.  Since ∑
∞

=
=

0n
n

nDzzD )(*  is finite for 0<z<z0, ∑
∞

=
+

1n
tn

nDz  is finite and uniformly

bounded by D*(z)-D0 for all t≥0.  Then, ∑
∞

=
−

1n
0

n NA1zz )()(  is finite for any fixed z, 1<z<z0.  The

value of z shall be specified later.  Thus, for any fixed 1<z<z0 and before multiplying the term
ẑ { n1+…+n_{m2} -1} , the first line of inequality (5.8), except its last mm1

s elements, becomes
negative if at least one value in { ni: i∈ℑ(1)} is large enough.  It is clear that the last mm1

s

elements of the first line of inequality (5.8) are nonnegative, finite, and independent of state n
before multiplying the term ẑ { n1+…+n_{m2} -1} .  In order to make inequality (5.8) true for all
but a finite number of n∈ℵ for some positive ε, we need to make the last mm1

s elements negative.
This leads to the second line of inequality (5.8), which is related to vectors { fn(2)} of the test
function.

For the second line of inequality (5.8), we choose a positive vector u such that (A2-zΓ)u =

0 and the last mm1
s elements of ∑

∞

=
+

1N
0

N
1 NAzA u))((  are negative.  Such a positive vector u

exists when ρ<1 and z is close to 1, which shall be specified later.  Also notice that the selection
of u is independent of level n.
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Next, we consider the first line and the second line of inequality (5.8) together.  Since the

last mm1
s elements of ∑
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1N
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N NA1zza e)()(  are ∑
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s
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N mD1zza eI })_{)((  and D*(z) is

finite, a small a can be chosen so that the last mm1
s elements of ∑
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N
1 NAzA u))((  +

∑
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1N
0

N NA1zza e)()(  are negative.  Then the last mm1
s elements of the sum of the first and

second lines of inequality (5.8) are negative for any fixed z which is close to 1 and its
corresponding vector u.  This implies that all elements of the sum of the first and second lines of
inequality (5.8), before multiplying the term ẑ { n1+…+n_{m2} -1} , are less than -ε for some
positive ε if at least one value in { ni:  i∈ℑ(1)} is large enough.  Therefore, all elements of the sum
of the first and second lines of inequality (5.8) are less than -εẑ (n1+…+n_{m2} -1) for some
positive ε if at least one value in { ni:  i∈ℑ(1)} is large enough.

It follows from the above argument that if ℑ(1) = { 1, 2, …, m2} , i.e., a retrial may occur
in any state of the retrial process of an orbiting customer,  inequality (5.1) holds for all but a finite
number of n∈ℵ for some positive ε, provided that an appropriate vector u can be found.
However, it is possible that ℑ(1) ≠ {1, 2, …, m2} for a PH-distribution.  Thus, vectors { fn(1, j)} ,
2≤j≤j0, are included in the test function to deal with the case when none in { ni: i∈ℑ(1)} is large
and some value in { ni: i∉ℑ(1)} is large.  This leads to the third, fourth, and fifth lines on the left
hand side of inequality (5.8).

Now, we consider the third line of inequality (5.8).  Based on the above discussion, if at
least one value in { ni: i∈ℑ(1)} is large, the sum of the first, second, and third lines of inequality
(5.8) is less than
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where δ can be arbitrarily small.  Notice that ℑ(1)⊆{ i: i∉ℜ(j)} when j>1 and zn+1 = (1+(z-1))n+1

≥ 1+ n(n+1)(z-1)2/2 ≥ 1+ 0.5n2(z-1)2.  Thus, the sum of the first, second, and third lines of
inequality (5.8) is less than -εẑ (n1+…+n_{m2} -1) for some positive ε if at least one value in { ni:
i∈ℑ(1)} is large enough. (Note, to simplify the notation, we replace ε-δ by ε in the last line of
inequality (5.9).  Similar substitution shall take place in inequality (5.11) and in the discussion
after equation (5.12).)

The last two lines of the left hand side of inequality (5.8) can be rewritten as
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By definition, there must be at least one positive hi,t in { hi,t, t∈ℑ(j-1)} for every i∈ℑ(j),
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li nzn  is a bounded function for every i∈ℑ(j).  Then, for

2≤j≤j0, ∆(j, n) becomes negative when at least one value in { ni: i∈ℑ(j)} is large enough.  It
follows that vector ∆(j, n) is uniformly bounded from above with respect to n∈ℵ and j (for any
fixed z).

Combining inequalities (5.9) and (5.10) together, we obtain that, if at least one value in
{ ni: i∈ℑ(1)} is large, the left hand side of inequality (5.8) is less than
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Since functions { ∆(j, n), 2≤j≤j0} are uniformly bounded from above with respect to n∈ℵ,
it is easy to see that the last expression in inequality (5.11) is less than -εẑ (n1+…+n_{m2} -1)e for
some positive ε when at least one value in { ni: i∈ℑ(1)} is large enough.  This implies that the left
hand side of inequality (5.8) is less than -εẑ (n1+…+n_{m2} -1)e for some positive ε if at least
value in { ni: i∈ℑ(1)} is large enough, regardless of the values in { ni: i∉ℑ(1)} .  Let ℵ(1) be the
subset of ℵ such that the left hand side of inequality (5.8) is less than -εẑ (n1+…+n_{m2} -1)e for
some positive ε if at least one value in { ni: i∈ℑ(1)} is large enough.

To complete the proof, we still need to show that (5.1) holds when none in { ni: i∈ℑ(1)} is
large and some value in { ni: i∉ℑ(1)} is large.  Similar to inequality (5.10), we denote the sum of
the first three lines of inequality (5.8) as ẑ (n1+…+n_{m2} -1)Φ(n).  It is easy to see that Φ(n) is
uniformly bounded from above with respect to n (see inequality (5.9)).  Rewrite inequality (5.8)
as
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 Since }{^
)(

∑
ℑ∈ 1i

inz  is uniformly bounded from above for n in ℵ-ℵ(1) and Φ(n) is uniformly

bounded from above for n in ℵ, function n)(}{^
)(

Φ∑
ℑ∈ 1i

inz is uniformly bounded from above for n

in ℵ- ℵ(1).  Thus, expression (5.12) is less than eε}{^
)(

1nz
2i

i −∑−
ℜ∈

 for some positive ε for n in

ℵ(1) and at least one value in { ni: i∈ℑ(2)} is large enough, regardless of the values in { ni:
i∉ℑ(2)} .  Let ℵ(2) be the subset of ℵ-ℵ(1) such that the left hand side of inequaity (5.8) is less

than eε}{^
)(

1nz
2i

i −∑−
ℜ∈

 for some positive ε if at least one value in { ni: i∈ℑ(2)} is large enough,

regardless of the values in { ni: i∉ℑ(2)} .  Similarly, for 3≤j≤j0, we can find ℵ(j), a subset of ℵ-
ℵ(1) ∪…∪ℵ(j-1) such that for n in ℵ(j) the left hand side of inequality (5.8) is less than

eε}{^
)(

1nz
ji

i −∑−
ℜ∈

 for some positive ε if at least one value in { ni: i∈ℑ(j)} is large enough,

regardless of the values of { ni: i∉ℑ(j)} .  It is easy to see that for any n in ℵ(1)∪…∪ℵ(j0),
inequality (5.1) holds for some positive ε.  Since   ℵ-ℵ(1)∪…∪ℵ(j0) has only a finite number of
members, we have proved that inequality (5.1) holds for all but a finite number of n∈ℵ for some
positive ε, provided that a positive vector u can be found.  To see why ℵ-ℵ(1)∪…∪ℵ(j0) has a
finite number of members, consider the special case with m2=2, ℑ(1)={ 1} and ℑ(2)={ 2} .

Finally, we determine vector u and the values of other parameters.  One of the choices of
u has the following structure:
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where Wi is an mm1
k× mm1

s nonnegative matrix with k = min{ s, i} for 1≤i≤s+K, and v is a positive
vector of size mm1

s.  To determine vector v, we consider the classical MAP/PH/s queue.

When ρ<1, the MAP/PH/s queue is ergodic (Assmusen [1]), which meant that the
corresponding quasi-birth-and-death (QBD) Markov process { q(t), I(t), I i(t), 1 ≤ i ≤ max{ s,
q(t)}} of the MAP/PH/s queue is ergodic.  When q(t)>s, the transition blocks of the QBD Markov
process are { Bs+1,s, Bs+1,s+1, Bs+1,s+2, …} (see Section 2 for definitions and extend the definition of
Bs+1,n to n>s+K).  Let B*(z) = Bs+1,s + zBs+1,s+1 + z2Bs+1,s+2 +…, for 1<z<z0.  Let y be the unique
solution to equations yB*(1) = y(Bs+1,s + Bs+1,s+1 + Bs+1,s+2 +…) = 0 and ye = 1.  Vector y is
positive since B*(1) is irreducible.  It can be verified that

)()()( 111 TTT −−− −⊗⊗−⊗−⊗= ααααααθθ µµµ �y . (5.14)

Then it is easy to verify that yBs+1,se = sµ  and  y(Bs+1,s+2+2Bs+1,s+3+…)e = λ.  Thus, ρ<1 implies
that Neuts’ condition y(Bs+1,s+2+2Bs+1,s+3+…)e = λ < sµ = yBs+1,se is satisfied.  Denote by
sp(B*(z)) the eigenvalue with the largest real part of B*(z).  Then sp(B*(1)) = 0.  Similar to the
proof of Lemma 1.3.3 in Neuts [17], it can be proven that the derivative of sp(B*(z)) at z=1 is
negative.  Thus, sp(B*(z)) < 0 for z close to 1 and 1<z< z0.

Choose z such that z < z0, z is close to 1, and sp(B*(z)) < 0.  B*(z) is an irreducible M-
matrix (see Gantmacher [11]).  Choose v to be the right eigenvector corresponding to sp(B*(z))
with the first element to be one.  Then v is positive and satisfies B*(z)v = sp(B*(z))v, v>0 and v1 =
1 (v = (v1, v2, …, v_{ mm1

s} )).  Based on the special structure of A2, choose Ws+K = I, and
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It can be verified that every element of vector u is positive, (A2-zΓ)u = 0, the last mm1
s

elements of ∑
∞

=
+

1N
0

N
1 NAzA u))((  are given by sp(B*(z))v.  When K>0, B*(z)v = (Bs+1,s + zBs+1,s+1

+ z2Bs+1,s+2 +…)v = sp(B*(z))v < 0.  When K=0, B*(z)v = (Bs,s-1(I⊗αα)+ zBs,s + z2Bs,s+1+…)v =
(Bs+1,s + zBs+1,s+1 + z2Bs+1,s+2 +…)v = sp(B*(z))v < 0.  Thus, vector u obtained from equation
(5.13) satisfies our needs.  This completes the proof.

Intuitively, vectors { fn(1,1)+fn(2)} are used to guarantee that inequality (5.1) holds when
ni is large for i∈ℑ(1).  The difficult part is to make the last mm1

s elements of the left hand side of
inequality (5.1) negative, which is achieved by using the MAP/PH/s queue with ρ<1.  Vectors
{ fn(1, j)} are used to guarantee that inequality (5.1) holds when ni is large for i∈ℑ(j) and j>1.
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Combining Theorems 2 and 3 yields Theorem 1.  Notice that neither the necessary
condition nor the sufficient condition has a direct relationship with the PH-distribution of retrial
times.  Some intuition on why the BMAP/PH/s/s+K retrial queue with PH-retrial times and the
BMAP/PH/s queue have the same ergodicity condition shall be offered at the end of Section 7.

6. Ergodicity of Retrial Queues with Impatient Customers

There are a number of variations of the retrial queueing system defined in Section 2.  Among them
are the retrial queueing systems with impatient (non-persistent) customers.  In this section,
Theorem 1 is extended to retrial queueing systems with impatient customers.

Retrial queues with customer loss at arrival epochs.  Consider a BMAP/PH/s/s+K
retrial queueing system with PH-retrial times and impatient customers.  When a customer finds no
server and no waiting position available upon arrival (from outside), the customer enters the orbit
with probabili ty p and leaves the queueing system with probabili ty 1-p, 0≤p≤1.  Once a customer
enters the queueing system, the customer will not leave the system until i ts service is complete.
Thus, the only difference between this retrial queue and the one defined in Section 2 occurs at
customer arrival epochs.

Theorem 4.  The BMAP/PH/s/s+K retrial queueing system with PH-retrial times and customer
loss at arrival epochs is ergodic if and only if ρ = (pλ)/(sµ) < 1.

Proof.  Introduce the Markov process { Ni(t), 1≤i≤m2, q(t), I(t), I j(t), 1 ≤ j ≤ max{ s, q(t)}} similar
to that in Section 3.  The infinitesimal generator of this Markov process is the same as the one
given in Section 3 except that
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The necessity of the condition for ergodicity can be proven by comparing the retrial queue
with the BMAP/PH/s queue with customer loss at arrival epochs, i.e., every customer leaves the
system upon arrival with probabili ty p.  The sample path method used in Section 4 can be used
again to prove the result.  Details are omitted.

To prove the sufficiency, use the same test function defined in inequality (5.1).  Inequality
(5.8) then becomes
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Again, consider the BMAP/PH/s queue in which every customer leaves the system upon
arrival with probabili ty p.  When ρ = (pλ)/(sµ) < 1, this queueing system is ergodic.  The rest of
the proof is similar to that of Section 5.  Details are omitted.  This completes the proof.

Retrial queues with customer loss at both arrival epochs and retrial epochs.
Consider the BMAP/PH/s/s+K retrial queueing system with PH-retrial times and customer loss at
arrival epochs.  Assume that when a retrial customer finds no server and no waiting position
available, the customer goes orbiting again with probabili ty q and leaves the queueing system with
probabili ty 1-q, 0≤q≤1.

Theorem 5.  The BMAP/PH/s/s+K retrial queueing system with PH-retrial times, customer loss
at both arrival epochs and retrial epochs is ergodic if and only if either q<1 or q=1 and ρ =
(pλ)/(sµ) < 1.

Proof.  When q=1, the theorem reduces to Theorem 4.  When q<1, the necessity is clear from
Theorem 4.  To prove sufficiency, consider the Markov process { Ni(t), 1≤i≤m2, q(t), I(t), I j(t), 1 ≤
j ≤ max{ s, q(t)}} d efined in Section 3.  The infinitesimal generator of this Markov process is the
same as that in Theorem 4 except
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(6.4)

  Using the test functions defined in inequality (5.1), inequality (5.8) becomes
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It is clear that when q<1, a set of parameters can always be found so that equation (6.5)
holds for all but a finite number of n∈ℵ for some positive ε.  For instance, choose z to be close to
one and u = 0.  Other parameters can be determined accordingly.  Notice that the test function of
this case is simpler, since vectors { fn(2), n∈ℵ} do not have to be included in the test function.
This completes the proof.

It is interesting to see that such a queueing model is always ergodic when q<1.
Intuitively, since customers can be lost upon retrials, on average, more customers will be lost per
unit time when more customers are in the orbit.  Therefore, the number of customers in the orbit
will not go to infinity.  Then the Markov process is ergodic and so the queueing system.

7.  Ergodicity of Approximation Models

This section studies the ergodicity of two modified queueing systems which were introduced as
approximations to the stationary distribution of the queueing system of interest (see Diamond [3],
Diamond and Alfa [4] to [7], and Neuts and Rao [19]).  One of the two modified queues has a
smaller retrial rate than the original retrial queueing system, while the other queue has a larger
retrial rate.

The lower-bound queue.  For a fixed nonnegative integer N, define a retrial queue similar
to the BMAP/PH/s/s+K retrial queue with PH-retrial times except that when there are more than
N customers in the orbit retrials become instant.  That is, when there are more than N customers
in the orbit and a service is complete, a customer in the orbit enters the queue (or the server)
immediately.  This queue is called a lower-bound queue since it is believed that it has a smaller
total number of customers in service, the queue, or the orbit.

The upper-bound queue.  For a fixed positive integer N, define a retrial queueing similar
to the BMAP/PH/s/s+K retrial queue with PH-retrial times except that at most N customers in the
orbit are trying to get service at any time.  If a customer finds that there are N customers orbiting,
the customer enters the orbit but do not start orbiting until the number of orbiting customers
becomes less than N.  For customer in the orbit waiting for orbiting, getting into orbiting follows a
first-in-first-orbiting rule.  This queue is called an upper-bound queue since it is believed that it
has a larger total number of customers in service, the queue, or the orbit.

Theorem 6.  The lower-bound queue (for any nonnegative integer N) is ergodic if and only if
ρ<1.

Proof.  The necessity of ρ<1 can be proven by the sample path method used in Theorem 2.  The
sufficiency of ρ<1 can be shown by coupling the lower-bound queue with the BMAP/PH/s
queueing system when the total number of customers in the system is larger than N.  When the
total number of customers in the lower-bound queue is larger than N, the queueing process
reduces to that of the BMAP/PH/s queueing system.  Details are omitted.  This completes the
proof.
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Theorem 7.  When N is large enough, the upper-bound queue is ergodic if and only if ρ<1.

Proof.  The necessity of ρ<1 can be proven by the sample path method used in Theorem 2. To
prove sufficiency, consider the Markov process { Ni(t), 0≤i≤m2, q(t), I(t), I j(t), 1 ≤ j ≤ max{ s,
q(t)}} introduced in Section 3 except that N0(t) is introduced to record the number of customers
who are in the orbit but not orbiting and N1(t)+…+ N{ m_2}(t) ≤ N.  N0(t) is positive only when
N1(t)+…+ N{ m_2}(t) = N.  In the proof to Theorem 3, when one value in { ni} (n = (n1, …,
n_{ m2} )) is large enough, inequality (5.1) holds.  Suppose that inequality (5.1) holds for ni>ni

* for
each i (1≤i≤m2).  Choose N that is larger than the sum of { ni

*+1} .  Then the mean-drift method
can be applied to the corresponding Markov process { Ni(t), 0≤i≤m2, q(t), I(t), I j(t), 1 ≤ j ≤ max{ s,
q(t)}} and inequality (5.1) holds for all but a finite states.  In fact, according to the proof to
Theorem 3, inequality (5.1) holds whenever N0(t)>0, since N0(t)>0 implies that N1(t)+…+
N{ m_2}(t) = N so that at least one of { N1(t), …, N{ m_2}(t)} is larger than its corresponding ni

*.
Details are omitted.  This completes the proof.

Theorem 1, Theorem 6, and Theorem 7 show that the MAP/PH/s/s+K retrial queue with
PH-retrial times, the two modifications (lower-bound and upper-bound queues), and the classical
MAP/PH/s queue are ergodic if and only if ρ<1.  Why is the condition ρ<1 a necessary and
sufficient condition for ergodicity of the four quite different queueing systems?  We offer some
intuition to this question.  Notice that “retrial” delays the service of an orbiting customer.  One of
the consequences is that idle periods (of servers) are different for the four queueing systems.  For
retrial queues, a server may become idle frequently for a period of time when a small number of
customers are in the orbit.  On the other hand, the server may be busy for a long time or its idle
times are cut short when a lot of customers are orbiting.  On average, the ratio of the total idle
time to the total busy time of a server remains the same for the four queueing systems.  In a retrial
queue, a server may be idle while there are customers in the orbit trying for service.  Thus, a
retrial queueing system may lose some service capacity when the number of orbiting customers is
not large.  Fortunately, the loss of capacity is recovered when the number of orbiting customers
becomes large.  In this case, servers of the retrial queues have to serve customers from outside as
well as retrial customers who seize any idle server almost instantly.

A special case - the MAP/PH/s/s+K retrial queue with exponential retrial times (m2=1) - is
of special importance because 1) the Markov process { N1(t), q(t), I(t), I j(t), 1 ≤ j ≤ max{ s, q(t)}}
is a quasi-birth-and-death Markov process, and 2) it has the M/M/s/s retrial queue with
exponential retrial times, and MAP/PH/1/1 retrial queue with exponential retrial times as its
special cases.  Its corresponding lower-bound and upper-bound retrial queues have matrix-
geometric solutions.  Theorems 6 and 7 present the condition to ensure the existence of the
matrix-geometric solution.
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